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What is IR?

e IR 1s a branch of applied comput[gr




IR Systems

* IR systems contain three
components:




Data and Information




Data and Information

Information

—The meaning of the data interpreted by a personor




Information and Knowledge

* knowledge
— Structured information

» through structuring, information becomes
understandable




Information Retrieval

Conceptually, information retrieval 1s used to
cover all related problems in finding needed




Definition of IRS

* An Information Retrieval System 1s a system that is capable
of storage retrieval and maintenance of information.

— Information may be a text(including numeric and date
data),  images, video and other  multimedia




An IRS consists of s/w program that facilitates a user in
finding the info. the user needs.

— The system may use standard computer h/w to support
the search sub function and to convert non-textual




.. Number Retrieved Relevant
Precision = -------——-- e R

Number Total Retrived




— Where Number Possible Relevant are the no.
relevant items in the db.

—Number Total Retrieved 1s the total no. of items
retrieved from the query.

—Number Retrieved Relevant 1s the no. of items
retrieved that are relevant to the user''s to the user's search
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System evaluation

« Efficiency: time, space
« Effectiveness:
—How 1s a system capable of retrieving relevant
documents?
— Is a system better than another one?
» Metrics often used (together):
— Precision = retrieved relevant docs / retrieved docs
— Recall = retrieved relevant docs / relevant docs
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call: 0.0, 0.1, ..., 1.0)



Interaction with user (relevance feedback)
- Keywords only cover part of the contents

- User can help by indicating relevant/irrelevant document
The use of relevance feedback




IR on the Web

« No stable document collection (spider, crawler)

 Invalid document, duplication, etc.




Objectives of Information
Retrieval Systems:

» IR 1s related to many areas:

— NLP, AI, database, machine Ilearning, user
modeling...




Functional Overview:

* Vocabularies mismatching
— Synonymy: €.g. car v.s. automobile

0 gain 10% improvement!




Outline

* What is the IR problem?

 How to org




Possible approaches

1.String matching (linear search in documents)

- Slow

- Difficult to improve




Retrieval

* The problems underlying retrieval




Information Retrieval System
Capabilities

TF: intra-clustering similarity is quantified by measuring the
raw frequency of a term kj inside a document d;




Vector Model

e Index terms are assigned positive and non-
weights




Vector Model

« Advantages
— Its term-weighting scheme improves retrieval performance




Vector space model

» Vector space = all the keywords encountered




Probabilistic Model

 Introduced by Roberston and Sparck Jones, 1976
— Binary independence retrieval (BIR) model

e Idea: Given a user query q, and the 1deal answer set R of
the

9°q)/P(d;non relevant to q)




Probabilistic Model

e Definition

All index term weights are all binary i.e., w;; [1 {0,1}




Probabilistic Model

* The similarity sim(d;,q) of the document d;j to the queryq
1s defined as the ratio




Probabilistic Model

— Pr(ki|R) stands for the probability that the index
term ki 1s present in a document randomly
selected from the set R

brobability that the index
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Cataloging and Indexing: History and Objectives of
Indexing, Indexing Process, Automatic Indexing,
Information Extraction .

Data Structure: Introduction to Data Structure,




Concept based representation

Instead of trying to create a searchable data
structure, some systems transform the
item 1nto a completely different representation

g atement
\/ .
abase. This process




Up to the 19th Century there was little
advancement 1n cataloging, only changes in
the methods used to represent the basic




From 1966 - 1968 the Library of Congress
MARC I pilot project. MARC —
(MAchine Readable Cataloging) standardizes the
structure, contents and coding of

bibliographic records.

— 1965 DIALOG The earliest commercial

il recently, was
creating a bibliographic



Automatic indexing

— Capability for the system to automa
determine the index terms to be assigned to an
item.

— More complex processing 1s required when

vy of the algorithms to



Information Extraction

Extraction

— The process of extracting facts to go into indexes
1s called Automatic File Build.

— Its goal 1s to process incoming items and extract




Introduction To Data Structures

— From an Information Retrieval System
perspective, the two aspects of a data structure
are 1ts ability to represent concepts and their

1S process 1s




Stemming Algorithms

Goal of stemming was to 1mprove
performance and reduce system resources




Inverted File Structure NR;-,\;.

Inverted file structure used 1n both database
management and Information Retrieval Systems.

— Inverted file structures are composed of three basic
files:

system 1S given a unique
ler that 1s stored 1n the mversion list.



N-Gram Data Structures
N-Grams

— a special technique for conflation (stemming).
— an unique data structure in information systems

searchable



PAT Data Structure

A Continuous text mput data structure 1s indexed
in contiguous “n” character tokens using n-grams
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PAT TREE:
— 1s an unbalanced, binary digital tree defincd 0y

the sistrings.
— The 1ndividual bits of the sistrings decide the
branching patterns with zeros branching left and

at do not



Signature File Structure :

— The goal of a signature file structure
— to provide a fast test to eliminate the majority




Hypertext and XML Data Structures :
Hypertext:

— A mechanism for representing information
structure.

detailed
text similar to the
ase search accuracy.




Hidden Markov Models :
— Markov process assumption

— future 1s independent of the past given the
present

ove that i1s
e market.



TOPIC:




Introduction

Indexing
process of transformation of an item that extracts
the semantics of the topics discussed in the item.

)

ot a subset of



Classes of Automatic Indexing:
| Automatic indexing

| process of analyzing an 1tem to extract the
information to be permanently kept in an index.




Statistical indexing:
Uses frequency of occurrence of events to
calculate a number that 1s used to indicate the




Natural Language

Goal of natural language processing:

o To enhance the indexing of the item by using
the semantic information in addition to the

ceptual context, but



Concept Indexing Goal
I To use concepts instead of terms as the basis for
the index




Hypertext Linkages:

| Hypertext data structure

| 1s a new class of information representation.

| generated manually although user interface tools




DOCUMENT AND TERM CLUSTERING

Clustering index terms
| to create a statistical thesaurus
_| to increase recall by expanding searches with

o1 specific techniques to




Thesaurus Generation:

| Manual Clustering

] Automatic Clustering

] Complete Term Relation Method




Item Clustering:

]
C|

Clustering of items 1s very similar to term

ustering for the generation of thesauri.

|

Manual 1tem clustering 1s inbuilt in any library

or filing system.

, an 1tem 18
ary category but 1t can
categories.



Hierarchy of Clusters: R
| Hierarchical clustering in Information Retrieval
focuses on the area of Hierarchical

Agglomerative Clustering Methods (HACM).
"1 Agglomerative means the clustering process




TOPIC:




USER SEARCH TECHNIQUES

Search Statements and Binding
Search statements o are the statements of
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USer may have the
o different concepts in the




Binding :

Binding 1s to the vocabulary
experiences of the user.




Similarity Measures and Ranking

Searching 1s concerned with calculating the
similarity between a user’s search statement and
the items 1n the database.




Relevance Feedback :

Major problems in finding relevant items o It lies
in the difference 1n vocabulary between the

varticular



Selective Dissemination of Information
Search:

Search system o a search system 1s called a “pull”
system.

In a search system, the user proactively makes a
decision that he needs information.

rocess and the



Weighted Searches of Boolean Systems
The two major approaches for generating q
are Boolean and natural language.

Natural language o Queries are easily represented
within statistical models and are usable by the

elghts are



The primary techniques for search of items are
associated with servers on the Internet that create
indexes of items on the Internet and allow search




Lycos and AltaVista automatically go out to
other Internet sites and return the text at the
for automatic indexing.

Lycos returns home pages from each site for
automatic indexing.




Introduction to Information Visualization

System designers need to treat the display of data as
visual computing instead of treating the monitor as a
replica of paper.

Functions that are available with electronic display
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Cognition and Perception:
Visualization

The transformation of information into a visual
form that enables the wuser to observe and
understand the information.

The mind follows a set of rules to combine the

smooth
n discontinuous



Information Visualization Technologies:
Information visualization in Information
Retrieval Systems considers how best to display
1. results of searches

2. structured data from DBMSs

3. results of link analysis correlating data.

pace there exist clusters of
3 by the document content.



Text Search Algori




Text Search Algorithms Three classical text
techniques have been defined for organizing items
in a textual database, for rapidly identifying the relevant
items and

For eliminating items that do not satisfy the search.

The techniques are

1) Full text scanning (streaming)

2) Word inversion

3) Multiattribute retrieval

I l Query I
N
erm Detector Resokied User Interface

Figure 9.1 Text Streaming Architecture
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Software Text Search Algorithms:

In software streaming techniques, the item to be searched
is read into memory and then the algorithm is applied.




Hardware Text Search Systems

Software text search is applicable to many circumstances
but has encountered restrictions on the ability to handle
many search terms simultaneously against the same text

44444

1s achieved by
vare search devices




Figure 99 Hardware Text Search Umt

One of the earliest hardware text string search units was
the Rapid Search Machine developed by General
Electric. The machine consisted of a special purpose
search unit where a single query was passed against a
magnetic tape containing the documents.



Spoken Language Audio Retrieval:

Just as a user may wish to search the archives of a large
text collection, the ability to search the content of audio
sources such as speeches, radio broadcasts, and
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Non-Speech Audio Retrieval

T e/l

B LT (e G
. Lmagl s Yonrsobe ldbe coing T T Re——
Lmag e Yousrs hilale Ly hd ol 1 L ot we wh 3b 5
} mgivren ‘vomy o Male L edoat
| b comischiale pareh

Figure 10.2a. Analysis of Male Laugher. Figure 102b
audio.

. Content based access to




Graph Retrieval

Another important media class is graphics, to include tables and
charts (e.g., column, barline, pie, scatter). Graphs are
constructed from more primitive data elements such as points,
lines, and labels. An innovative example of a graph retrieval
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Figure 10.3. SageBrush Query Interface and SageBook display of retneved relevant
graphics




your roots

Imagery Retrieval:

[he L% Yo Lo Deowsssosns ol

P PR e—

Semype fedtrane
wamla aw of TN shmne

ek Lo MM T oo spwcalPy pom 1 e Rat oGrem. sy, " p ez o gyeghacel mypnvrevr ez zm of yoeag perisem
rmry ard a@ErTTERAY [ar rerReges Baad yrro wamd
Faw reimet e cortage Ty coilamg o e pemtang wee 0 wim s o o jnitongie of The desew
. povc awlags A Bos Fal moe’ Al vuw sogiuucs st rewcm t wtoe ey Thiew aw et w

ey Powm Bue wnlbox poch ey b pusm vt o revhamgie T ew rees e - P oo T v e rem—— -

et e G sars f FCED wabiems o e 2t ssvas Peagast Bus Tou sscd Snsmwsd culew anf
pemrsomage Y 2o v peak ap w0 5 colentpeerramaiagpe e

o
Cattam "ol Yo reesa Y o raPem W arTy s kmms TR et W erast W -t e agw ) Jebmi | 8 ten laneghe weuls
aniswm el vy - -———— 4 geis aplhghued wal. o small Vel tim b i s cdem g tnr ancw s ‘T
uery ¥y I'isgpecer
hadom .agr 2

.

L e T =
e SEe.MEOEM -

Figure 10.4a. QBIC Query by Color red




Video Retrieval
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Figure 10.5a. Initial Query Page







